Let A = [a@j] be an n x n matrix. We define the cofactor of a;;
denoted ¢;; by

;= (—1)i+j det Aij .

Cij

The n x n matrix C' = [c@j} is called the cofactor matrix of A.

( Recall that flzj is the matrix obtained from A by deleting the "
row and § column and is sometimes called the " minor matrix of
A. det flij can be called the 75" minor of A or the minor of the
element q;; of A.)

In this context, a cofactor is sometimes called a signed minor.

Note: ¢ is a scalar (real number) but A;; is an (n — 1) x (n — 1)

matrix.



We can now restate the definition of determinant in terms of cofac-

tors.

(i) The determinant of a 1 by 1 matrix |a] is a.

(ii) Suppose a definition is provided for a n—1 by n—1 determinant.

Define
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where ¢;; is the cofactor of a;;.



The transpose of the cofactor matrix C' of A is called the classical

adjoint of A and is denoted by adj A :ie.,adjA = CT.

Theorem: If A is any square matrix, then

A(adjA) = (detA)I =(adjA)A.

In particular, if det A # 0, the inverse of A is given by

1

Al =
det A

adj A

where adjA = C7', C being the cofactor matrix of A.



We consider the linear system A X = B, where A = [ai j } :
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and we have
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. If det A # 0, we left multiply by
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If you look at the formula for z;, it looks like the formula for
expansion along the first column of the determinant of a matrix.
The cofactors involved are those corresponding to the first column of
A.

If Ay is obtained from A by replacing the first column of A by B,
then ¢;1(A1) = ¢;1(A) for each i. Therefore, expanding det A; along
the first column we have
det Ay = Bicii(Ay) + -+ + Brep(Ay)

= Bicpn(A)+ -+ 4 Bucpi(A)

= (det A) xy

det Al

— = .
1 det A

We get similar results for the other variables. This gives the the-

orem known as Cramer’s Rule.



Cramer’s Rule If A is an invertible n x n matrix, the solution to

the system
AX =B
of n equations in the variables x1, x9, ---, x, is given by
det A det A, det A,
xr, = = Ty =

 det A’ xz_detA’ o  det A

where, for each k, Aj is the matrix obtained from A by replacing the

k' column of A by B.



